Abstract—This paper presents a new method for texture based image retrieval. The proposed algorithm uses a periodically extended variant of the curvelet transform. The sum of the absolute value of differences in the mean and standard deviation between curvelet wedges representing the query image and the test image is used as the distance index. Performance improvement is demonstrated using the CURet database, where the proposed algorithm significantly outperforms previously proposed methods that were based on Curvelet, Gabor, LBP, and wavelet features. We also show that adapting curvelet tiles increases the performance of the proposed method.
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I. INTRODUCTION

Efficient techniques for searching, browsing and retrieval of image and video data sets can make significant changes to the way we access such material today. The use of perceptual and visual properties can highly improve the efficiency of browsing and indexing such visual content. Textures are important elements in the perception of a variety of visual information. Several methods to assess the similarity of textures were proposed in the literature. Do and Vetterli [1] use the Kullback-Leibler distance between generalized Gaussian density (GGD) estimates of wavelet subbands. Alternatively, The energy and gradient of wavelet coefficients are used by Huang and Dai [2]. Manjunath and Ma [3] proposed a texture retrieval method based on the $l_1$ norm between Gabor features representing query and test images. The extracted feature vectors are composed from the mean and variance of Gabor coefficients. Zhang et. al. [4] report improvements over Gabor filters by using curvelet features. The default variant of curvelets used in Zhang et. al. work doesn’t use periodic extension or angular divisions in the outer curvelet scale. Zujovic et. al. [5] use statistical properties of a steerable pyramid representation of the texture data set. The statistical properties used include: the mean, variance, horizontal and vertical autocorrelation, and crossband correlations. Ojala et. al. [6] resort to spatial domain methods, where they capture rotation invariant statistical features based on local binary patterns.

In this paper, we propose new texture retrieval algorithms using a periodically extended variant of the curvelet transform. Similar to Gabor wavelets and steerable pyramids, the curvelet transform is a multi-scale directional transform that divides the spatial content of the signal of interest into different scales and directional sub-bands. Curvelets provide an efficient representation of edges and other directional features in images. Periodic extension reduces boundary artifacts by connecting border elements. We propose three different algorithms that use the periodically-extended curvelet transform for texture retrieval. The first algorithm uses the default dyadic construction of curvelet subbands. It is also faithful to the original angular divisions proposed by curvelet authors. The remaining algorithms use adaptive curvelets. Adapting curvelets [7]–[9] improves the default curvelet representation by making the frequency bands and directions of curvelet wedges dependent on image content. The feature vector we propose using for image retrieval is constructed from the mean and standard deviation of curvelet wedges.

The remainder of the paper is organized as follows. In the next sections, we will present an overview of default and adaptive curvelet transforms. This will be followed by the technical details of our texture retrieval algorithm in Section IV. Experimental results are presented in Section V. Finally, Section VI presents our conclusions.

II. DEFAULT CURVELETS WITH PERIODIC EXTENSION

The curvelet transform [10] provides an efficient representation of directional features. It works by dividing the spatial content of images into different frequency bands representing unique scale and directional features. The curvelet transform has shown successful performance improvements in a wide range of application areas including denoising [8], [11], [12],...
image fusion [13], edge enhancement [14], compressed sensing data recovery [9], [15], deconvolution [16], texture analysis [17] and face recognition [18], [19].

Curvelet coefficients are generated using the 2D fast Fourier transform (FFT). FFT is first applied to an image. Next, the 2D Fourier Transform (FT) plane is divided into different scales. The number of scales depends on the size of the image and is given by

\[ J = \lceil \log_2(\min(N_1, N_2) - 3) \rceil, \]  

where \( \lceil \cdot \rceil \) is the ceiling function, and \( N_1 \) and \( N_2 \) are the number of vertical and horizontal image pixels respectively. The subtraction of three in (1) ensures a minimum dimension of \( 8 \times 8 \) in the most inner scale. Scale locations, which we define as coordinates of the FT plane that determine the outer boundary of each scale, are determined in a dyadic manner. Each curvelet scale is further divided into a number of different directional wedges as shown in Figure 1. Curvelet coefficients are generated by taking the IFFT’s of these wedges.

Since Fourier transform values for real data are symmetric around the center of the FT plane (D.C. value), two quadrants are sufficient for constructing the curvelet representation. To obtain real-valued coefficients for such data sets, the complex coefficients are separated into two parts making the total number of wedges unchanged.

Periodic extension is used in the outer level to reduce boundary artifacts. An alternate implementation of default curvelets replace the angular divisions at the outer scale by a high-pass filter. This implementation reduces computational cost but loses some directional information. Curvelets constructed with outer angular divisions and periodic extension are used in the proposed texture retrieval algorithms.

III. ADAPTIVE CURVELETS

Adaptive curvelets improve over default curvelets by adapting the frequency divisions to better represent the content of a given image. In adaptive curvelets, the frequency tiling that provides maximal improvements in cost function values is considered optimal [8]. Adaptation parameters include the number of angular divisions per scale/quadrant pair and scale locations. The optimal choice for these parameters is found using an optimization algorithm maximizing a cost function. Two cost functions are considered in this work. First, denoising performance as measured by (PSNR). Using this approach the query image is contaminated with Additive White Gaussian Noise (AWGN) with standard deviation \( \sigma \) that is given by the following equation:

\[ \sigma = \max(\text{std}(I), 0.05 \times \text{MAXI}), \]  

where \( \text{std}(I) \) is the standard deviation of image I intensities, and \( \text{MAXI} \) is the maximum possible intensity value. The lower bound for \( \sigma \) values used in (2) is found to improve the performance and robustness of the adaptation algorithm. The curvelet tiling that generates the best denoising performance is considered optimal as it indicates a better representation of image features. The second cost function considered is the coefficient of variation \( C_v \) of curvelet coefficients magnitude. The coefficient of variation is defined as the ratio between the standard deviation of a vector’s elements and its mean \( C_v = \sigma / \mu \). Maximizing the coefficient of variation increases the sparsity of curvelet coefficients. Note that since curvelet tiling adaptations alter the length of the coefficients vector, minimizing \( F \) norms will not generate satisfactory results.

Angular decompositions are optimized separately from scale location. A multi-resolution global optimization algorithm combining angular optimization and scale locations search is used to find the optimal adaptive curvelet parameters.

1) Optimal Number of Angular Divisions per Scale/Quadrant: Optimizing the number of angular divisions is performed using an exhaustive search procedure for each scale/quadrant pair. The tested parameters are chosen from the following sequence \{4, 8, 12, 16, 20, 24\}. The divisions are uniformly distributed in each scale/quadrant pair. Recalling FFT’s symmetry for real data the number of parameters to optimize is \( 2 \times (J-1) \) for real data, and is equal to \( 4 \times (J-1) \) for the case of complex input data. The distribution of angular decompositions that generates the maximum PSNR or \( C_v \) value is considered optimal.

2) Optimal Scale Locations: Derivative-free optimization methods are used to find the optimal scale locations. Such methods start at an initial point \( x_0 \), evaluate the cost function at a selected mesh of points in the neighborhood of \( x_0 \), and define the point in the mesh with the minimum function value as the new \( x_0 \). Next, the algorithm iterates until a specified convergence criteria is met. The Nelder-Mead simplex search method [20], [21] is one of the popular methods for generating such a mesh. It has been used extensively in a variety of application areas. It is used in this work to find the optimal scale locations. Given a specific angular distribution the scale locations search algorithm finds optimal vectors \( \mathbf{H} \) and \( \mathbf{V} \), where \( \mathbf{V} = \{V_1, V_2, ..., V_J\} \) are the coordinates of vertical scale locations, and \( \mathbf{H} = \{H_1, H_2, ..., H_J\} \) are the horizontal scale locations.

3) Global Optimization: In this part, we introduce the global optimization algorithm that combines the two previous adaptations. The algorithm uses a multi-resolution search strategy. This helps in avoiding convergence to local minima, and reduces the computational cost of the algorithm. Optimization is done in a hierarchical manner consisting of \( n \) iterations. In each iteration, optimal scale and angular locations are found for a downsampled smoothed version of the input image. The flow of this algorithm is illustrated in Figure 2.

The algorithm starts with downsampling the original image \( n - 1 \) times by a factor of two. The image is also smoothed by a Gaussian filter. This smoothing operation is performed to reduce possibilities of convergence to local minima. The optimal angular decomposition is found using dyadic scale locations and the optimal number of scales computed using (1). The angular decompositions found and the dyadic scale locations are used as initial points for the scale locations search algorithm. Next, the value of \( n \) is decremented by one and a new loop starts. Initial values for scale locations
Fig. 2. Flow diagram of the global optimization algorithm.

will be the scale locations computed in the previous iteration after being re-scaled to the new image coordinates. After n
iterations, once the scale locations search algorithm converges
to a minimum, the angular decomposition algorithm is run to
search for the optimal angular decomposition at the calculated
scale locations. Finally, the algorithm terminates returning the
determined optimal scale and angular decompositions. The
returned tiles are going to be used in the next section to extract
feature vectors for use in texture retrieval applications.

IV. FEATURE VECTORS AND DISTANCE COMPUTATION

Forming a representative feature vector is essential for the
success of transform domain retrieval methods. Using the
curvelet transform, the query and input images are represented
by sets of coefficients identifying the spatial content relative
to unique frequency bands. A curvelet element is represented
in the spatial domain by a needle-shaped elongated object as
can be seen in Figure 3. The figure was created using a four
decomposition level default inverse curvelet transform of a
set of zero valued curvelet coefficients except for the center
of the first tile (out of 32 tiles) at the third curvelet scale.
The coefficient magnitude at the center of the aforementioned
tile was set to one. Such elongated objects describe the
edge content of images. The scale and the direction of the
curvelet tiles specify the thickness and the direction of curvelet
elements. The magnitudes of curvelet coefficients scale the
intensity of curvelet elements.

The similarity between two curvelet wedges representing
certain frequency bands is indicative of the similarity of the
spatial content in this band between the two images. Therefore,
a global similarity measure between two images can be formed by
including the similarities between curvelet wedges across all frequency bands. Given the fact that edges
are essential components in images, a curvelet-based similarity
measure between curvelet wedges is perceptually meaningful.
Furthermore, adapting curvelet coefficients to better represent
the query image constructs a representation from curvelet
objects that are more faithful in direction and scale to the
features of the image of interest.

Given two images A and B, where A is the query image, we
propose three algorithms for texture retrieval. The first
algorithm uses default curvelet with periodic extension and
angular divisors in the outer curvelet scale. The remaining
algorithms use adaptive curvelets. In adaptive curvelets, the
optimal curvelet tiling representing a query image A is com-
puted using one of the cost functions mentioned in the previous
section (maximizing denoising performance or $C_v$). Next,
the computed optimal tiling is used to compute the curvelet
coefficients representing images A and B.

The feature vectors describing images A and B is formed by
the mean and the standard deviation of curvelet coefficients in
each wedge. Let the number of curvelet wedges in the optimal
representation be $K$. The feature vector representing images
A and B is given by

$$F = \{\mu_1, \sigma_1, \mu_2, \sigma_2, \ldots, \mu_K, \sigma_K\},$$

where $\mu_i$ is the mean of curvelet coefficient in wedge $i$ and $\sigma_i$
is the standard deviation of the coefficients in the same wedge.

Next, the distance between images A and B is computed by

$$D(A, B) = \|F(A) - F(B)\|_1,$$

where $\|x\|_1$ is the l1 norm of vector x. Before finishing this
section, we would like to note that the feature vectors can be
weighted to (de-)emphasize certain scales and orientation of
interest (e.g. coarse/fine or horizontal/vertical features). This
Fig. 4. Sample images from the CUReT texture database

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>PERFORMANCE COMPARISON OF THE DIFFERENT ALGORITHMS USED IN THIS STUDY.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P@1</td>
</tr>
<tr>
<td>Gabor features</td>
<td>0.934</td>
</tr>
<tr>
<td>Wavelet features</td>
<td>0.967</td>
</tr>
<tr>
<td>Default curvelet</td>
<td>0.967</td>
</tr>
<tr>
<td>Linear Binary Patterns (LBP)</td>
<td>0.934</td>
</tr>
<tr>
<td>Curvelet with periodic extension</td>
<td>1.000</td>
</tr>
<tr>
<td>Denoising based adaptive curvelets</td>
<td>1.000</td>
</tr>
<tr>
<td>Cv based adaptive curvelets</td>
<td>1.000</td>
</tr>
</tbody>
</table>

path is not pursued in this paper and equation (3) is the one used in forming feature vectors.

V. RETRIEVAL RESULTS

A. Experimental setup

The performance of the proposed algorithms is tested using the Columbia-Utrecht Reflectance and Texture Database (CUReT) [22]. The database contains 61 images of real-world surfaces taken at different illumination and viewing directions. In our experiments, we used images taken at the first illumination setting with viewing direction 22. CUReT images are of size 640 × 480. They all include a textural part and a background. Three images of size 128 × 128 covering the textural regions were extracted from each CUReT image. One of these images is selected randomly as a query image. The remaining images are used as testing images. A sample of the images used in this study is shown in figure 4

B. Retrieval performance

The performance of the three proposed methods is compared with the following algorithms:

1) $l^2$ norm of default curvelet features [4]. This algorithm uses no periodic extension or angular divisions in the outer curvelet scale
2) $l^1$ norm of Gabor features [3]
3) Kullback-Leibler distance on wavelet features [1]
4) Log-likelihood ratio of Local Binary Patterns [6]. The used feature vector is composed from the sum of $LBP_{8,1}^{24}$ and $LBP_{24}^{24}$ features.

Table I reports the performance of the tested algorithm using three different retrieval measures. Precision at one (P@1) is the average ratio of the number of matches where the first retrieved image is relevant to the total number of correct matches. Similarly, precision at two (P@2) is the average precision of the second retrieved image. Mean reciprocal rank (MRR) is the mean reciprocal of the rank of the first relevant position. Mean Average Precision (MAP) is the mean of average precision values across all queries. The average precision (AP) is given by

$$AP = \sum_{k} P(k) \frac{k}{N},$$

where $k$ and $N$ are the ranks and number of relevant images, respectively.

Precision at one results indicate that the proposed algorithms succeed in retrieving one of the correct matches as a first retrieved image. Precision at two (P@2) results show that the proposed methods are able to retrieve 93-96% of the correct matches in our database. The proposed methods outperform the other algorithms in MAP by a difference of at least 4%. Precision-recall curves for methods based on LBP, default curvelet, curvelet with periodic extension, denoising and $C_v$ based curvelets are shown in figure 5.

VI. CONCLUSIONS

Using curvelets we were able to achieve results outperforming well known texture retrieval algorithms. The improved result show that curvelet divisions of image content are well suited for retrieval applications. The use of outer extension window further improve curvelet’s performance by eliminating boundary artifacts. Our results strongly encourage the use of periodically extended curvelets despite the increase in the number of coefficients and computational cost. Adapting curvelet tiles succeed in increasing the performance of default curvelets. To reduce computational costs, training of adaptive curvelets can be performed prior to receiving image queries. In this case, the search for optimal curvelet tiles is going to be performed over a set of images representing the class of interest. The texture database will consist of the images representing various material classes along with the optimal curvelet representation found per class. The robustness of mean and standard deviation based feature vectors can be improved by normalizing their elements by the mean and the standard deviation of curvelet coefficients in the entire database. In the future, we plan to extend the use of the developed methods to larger image and video data sets.
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